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Innovation, Cyach  16, 2024. The following Working Group members participated: Kevin 
Gaffney, Chair (VT); Michael Humphreys, Vice Chair (PA); Mark Fowler (AL); Tom Zuppan (AZ); Ken Allen and Mitra Sanadajifar (CA); Michael Conway and Carol Matthews (CO); George Bradner and Wanchin Choy (CT); Rebecca Smid (FL); Andrew Hartnett (IA); Weston Trexler (ID); Erica Weyhenmeyer and Shannon Whalen (IL); Victoria 
Hastings (IN); Shawn Boggs (KY); Tom Travis (LA); Caleb Huntington, Rachel M. Davison, and Jackie Horigan (MA); 
Kathleen A. Birrane (MD); Sandra Darby (ME); Tina Nacy (MI); Phil Vigliaturo (MN); Cynthia Amann (MO); Tracy 
Biehn and Angela Hatchell (NC); Colton Schulz (ND); Christian Citarella (NH); Justin Zimmerman (NJ); Nick Stosic 
and Hermoliva Abejar (NV); Sumit Sud (NY); Judith L. French, Matt Walsh, and Rodney Beetch (OH); Landon 
Hubbart (OK); TK Keen (OR); Elizabeth Kelleher Dwyer (RI); Michael Wise and Will Davis (SC); Travis Jordan (SD); 
Emily Marsh (TN); J’ne Byckovski and Randall Evans (TX); Scott A. White, Eric Lowe, and Michael Peterson (VA); 
Bryon Welch (WA); Nathan Houdek (WI); Allan L. McVey (WV); and Jeff Rude (WY). Also participating was: Trinidad 
Navarro (DE). 
 

1. Adopted its 2023 Fall National Meeting Minutes 
 
Commissioner Humphreys made a motion, seconded by Commissioner Birrane, to adopt the Working Group’s 
Dec. 1, 2023, minutes (see NAIC Proceedings – Fall 2023, Innovation, Cybersecurity, and Technology (H) 
Committee, Attachment Two). The motion passed unanimously. 
 
2. Discussed its Project Plans for 2024 
 
Commissioner Gaffney discussed the Working Group’s project plan for 2024. He noted that although specific 
timelines were noted, in some cases, the timelines should be treated as estimates to allow for flexibility. 
Commissioner Gaffney introduced each project by first citing the relevant Working Group charges. 
 
The projects relevant to the charge of “researching the use of big data, AI/ML in insurance—communicate findings 
and present recommendations to the H Committee” include: 1) collaborating with the Center for Insurance Policy 
and Research (CIPR) to perform additional analysis of the artificial intelligence (AI)/machine learning (ML) survey 
results; 2) comparing survey results to the bulletin to identify areas where it can be improved or where additional 
follow-up with industry should be considered; and 3) developing the health insurance AI/ML survey, considering 
a plan for continued survey work. 
 
Commissioner Gaffney noted that the development group has convened with representatives from 17 states 
(Colorado, Connecticut, Illinois, Iowa, Louisiana, Maryland, Michigan, Minnesota, Nebraska, North Dakota, 
Oklahoma, Oregon, Pennsylvania, Vermont, Virginia, West Virginia, and Wisconsin) to develop the AI/ML health 
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Commissioner Gaffney stated the Working Group will also work concurrently to hold regulator-to-regulator 
sessions with selected private passenger auto (PPA) companies to get an update on their AI/ML activities since 
completing the auto survey about two years ago and talked about developing updated surveys that can be issued 
periodically to stay abreast of industry uses of AI/ML in their operations. 
 
The projects relevant to the charge of “monitoring and responding to state, federal, and international activities 
on AI to address impacts on insurance laws or regulations” include: 1) receiving a report from the volunteer group 
comparing the model bulletin to the White House Executive Order; and 2) continuing to receive federal and 
international updates on AI. 
 
The projects relevant to the charge of “overseeing 
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3. Heard a Presentation on a Survey of Research Activities Conducted by the Academy and the SOA Related to 
Big Data, AI, Fairness, Bias, and Governance 

 
Dorothy Andrews (NAIC) discussed the development of a list of technical papers and a webinar from the American 
Academy of Actuaries (Academy) on the issues of bias, explained possible sources of bias, the general problems 
associated with data biases, AI, how AI unfairness could happen, how to test for bias, and a framework for 
evaluating an analysis of bias. She highlighted some of the questions raised during the panel presentation, 
including inquiries about the definition of big data, methods to avoid bias, the difference between data scientists 
and analysts, and the importance of including social scientists in discussions about algorithmic accountability. 
 
Andrews discussed various types of bias, such as sample bias, label bias, model pipeline bias, and application bias, 
and the challenges associated with measuring and addressing them. She emphasized the importance of 
considering fairness metrics and tests when evaluating bias in AI models and noted the Academy is working to 
address these questions and working on papers about algorithmic auditing for bias and political bias in pension 
evaluations. She also mentioned a presentation on property and casualty bias by the Academy and the need for 
an increased understanding of AI bias concepts within the profession. 
 
In addition, Andrews noted other initiatives from the National Institute of Standards and Technology (NIST) and 
the International Actuarial Association (IAA) 
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