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Abstract 
Insurers are increasingly using novel data sources and automated systems for 

risk classification and underwriting. Automation has improved operational 
efficiencies in the accuracy and speed of underwriting, but it also raises new 
considerations regarding unfair discrimination. In this paper, we review the current 
regulatory structures regarding unfair discrimination and suggest they are 
insufficient to police the myriad new big data sources available. Moreover, artificial 
intelligence (AI)-enabled systems increase the risk of proxy discrimination, which 
occurs when a facially neutral factor is utilized as a proxy for a prohibited 
characteristic. Furthermore, AI-enabled systems raise unique ethical implications, 
particularly regarding accountability among AI actors. Many insurers rely on 
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unregulated third-party algorithm developers; therefore, they do not own and may 
not have access to the logic embedded in the system.   

To address these issues, we propose a framework that consists of three parts: 1) 
the establishment of national standards to serve as guardrails for the acceptable 
design and behavior of AI-enabled systems; 2) a certification system that attests that 
an AI-enabled system was developed in accordance with those standards; and 3) 
periodic audits of the systems’ output to ensure it operated consistent with those 
standards. The framework rests on the existing state-based regulatory infrastructure 
and envisions a self-
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Section 1. Underwriting Algorithms and AI 
Change the Landscape in Life Insurance Risk 
Classification and Underwriting 

 
Life insurers are increasingly automating their processes. Automation is used 

to accelerate the underwriting process, make predictions about risk and 
classifications; and in time, artificially intelligent systems may even mimic human 
decision-making.1 According to data collected by the Life Insurance Marketing 
Research Association (LIMRA) in 2017, nearly half of the life insurance sector 
develops their own underwriting algorithms in-house, while other insurers use 
algorithms provided by third-party software developers who specialize in algorithm 
design, or they rely on a reinsurer system.2   

In many cases, the “big data” sources used as inputs into the algorithm are 
collected and provided by third parties.3 The categories of data elements are 
numerous. Typical health-related data sources include medical information such as 
prescription history, attending physician statements, or medical information bureau 
records. Non-
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in underwriting models. Even for data sources traditionally used, such as credit 
scores, the scale of the potential impact a system would have as it applies to an entire 
applicant pool is far greater with AI-enabled underwriting compared to individual 
decisions from human actors. We then discuss the current regulations that address 
discrimination in underwriting, including new regulations that address some of the 
big data risks. Lastly, we propose a principles-based model for setting standards to 
address current deficiencies in the regulatory infrastructure, while recognizing that 
ML and AI tools are continually evolving and will need a dynamic oversight model. 

While AI-enabled underwriting and bias in algorithm design has generated 
much public interest, there is presently limited public data regarding the market 
practices using these new technologies and their effect on business models in 
financial services
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increase the possibility of proxy discrimination 
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the possibility of unfair discrimination that may emerge as big data and algorithms 
gain prominence.18  

Life insurance is a state-regulated activity, and regulatory authority falls under 
each state’s department of insurance (DOI) or similarly authorized agency. With 
regards to unfair discrimination, many states have taken a proscriptive, factor-by-
factor approach. Each state has a unique regulatory and enforcement regi1ar
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Section 2.C. Industry Approach to Addressing Unfair 
Discrimination 

 
The Model Regulation of Unfair Discrimination in Life and Health Insurance 

on the Basis of Physical or Mental Impairment (#887) calls for insurers to base 
system design on sound actuarial principles. The Committee on Risk Classification 
of the American Academy of Actuaries (Academy) has set forth a “Risk 
Classification Statement of Principles” for insurers to consider when designing risk 
classification systems.29 The Academy guidance includes statistical considerations, 
such as “causation” and “predictive stability,” while recognizing that ultimately, the 
actuary determines whether a variable is sufficiently predictive by using their 
professional judgment. The Principles also present other areas where the actuary 
must exercise judgement with respect to the influence of qualitative elements, such 
as “public acceptability” of a factor and the “availability of coverage.” 

The NAIC definition of unfair discrimination and the Academy Principles 
demonstrate that an insurer’s risk classification system balances professional 
judgment with statistical accuracy as inputs into business models for pricing and 
access to insurance products. The Academy recognizes that the overall system 
design is subjective: “[t]he decision as to the relative weights (of the factors) to be 
applied will, in turn, be influenced by the nature of the risks, the management 
philosophy of the organization assuming the risk and the judgment of the designer 
of the system.” Therefore, while one actuarial principle requires that a statistical 
relationship exist between the factor and risk classification, actuarial judgment 
determines the weight of the factor in the system’s design in light of all of the 
actuarial principles.  

Big data introduces new considerations regarding how to weigh a factor not 
directly related to the mortality and health of the applicant, such as criminal history 
or credit scores. Principles such as causation, public acceptability, and availability 
of coverage must be re-examined in the context of unfair discrimination. The role 
of causation has been a long-standing challenge for insurance regulation, 
particularly for underwriting life insurance. Some models may provide scientific 
clarity, such as whether a factor (e.g., smoking) is likely to cause a future outcome 
(e.g., early mortality) versus simply correlate with outcomes based on historical 
data.30 Absent scientific clarity, or a legislature’s prohibition or limitation in the use 
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Categorizing an algorithm’s potential unethical and unlawful outcomes can 
help address these questions. Drawing from the work of the Professor Kirsten 
Martin, we highlight two areas of potential implication—category mistakes and 
process mistakes36—and add a third category; i.e., social impact. Social impact 
relates to implications for access to financial services and long-term impacts of the 
allocation of social resources. The NAIC Principles also contemplate social impact 
as a category, establishing that AI actors should be held accountable for the 
“creation, implementation and impacts of any AI system, even if the impacts are 
unintended.” 

Category mistakes are errors that result from the system incorrectly labelling or 
classifying data, thus creating either false positives or false negatives. For example, 
facial recognition software might falsely identify an individual as being a smoker 
when they do not smoke; i.e., false positive. Alternatively, in the context of a credit 
score, a system might conservatively group someone, or a group of people with 
certain behaviors, as unlikely to repay their mortgage; i.e., false negatives.37 

Process mistakes are undesirable outcomes that are built into the algorithm 
design or occur over time as the algorithm “learns” from the training data inputs. 
The mistake occurs in the norms of the decision-making processes coded into 
algorithm design. For instance, using data that is either irrelevant to the task (e.g., 
using marital status data in an employment decision) or using data that is unlawful 
or inappropriate (e.g., using race as a category for mortgage determination). These 
decisions are embedded with concerns regarding fairness, procedural justice, and 
due process.38 

With respect to social impact, there is overlap with the first two categories of 
mistakes, but the concerns raised are broader because it considers the impact of 
decisions made by an algorithm on an individual, as well as the long-term 
implications on the allocation of resources between communities, demographics, 
and inequality. These topics include public policy considerations about how to 
define societal fairness and systemic bias or discrimination.  

This third category is imperative in the context of business ethics because it 
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Regulatory authority is presently unlikely to reach the non-insurance actors in 
the chain; therefore, the locus of control is the insurance company. State insurance 
regulators license insurers to do business consistent with a regulatory infrastructure 
designed to protect consumers.39 The Circular Letter issued by the NYSDFS also 
emphasizes this framework.  

As between civil parties, contractual mechanisms can define and trigger loci of 
responsibility. Professor Martin asserts that developers should be held accountable 
for the algorithms they create because the systems they construct in the algorithm 
design allocates roles and responsibilities for actors further along in the supply and 
value chain.40 The algorithm designers have most control over category mistakes 
and process mistakes, and they are best positioned to address them. Vendor contracts 
should clearly identify each category of mistake, as well as related audit rights, 
design standards, and certification requirements (further described below). This 
level of detail would proactively establish expectations regarding unfair 
discrimination and social impact.   

The ideal outcome is to incentivize the party with the most control over the 
category of mistake to proactively identify and mitigate problems. Model contract 
clauses would enable industry-wide adoption of these practices and empower 
insurers to delineate their approach to unfair discrimination. They also help establish 
industry norms relating to the chain of AI actors and help prepare companies to 
explain compliance with regulations.41  

The contractual mechanisms described above, combined with the audit and 
certification requirements described below, aligns the insurers’ processes and 
approaches with that of the public interest. 
 
 

Section 4. A Proposed Framework for 
Addressing Risks of Unfair Discrimination 

 
Creating a measurable definition of proxy discrimination as it could arise from 

AI-enabled underwriting will be challenging, largely because insurers can use an 
underwriting factor as long as it is related to actual or reasonably anticipated 
experience, and standards do not presently define the threshold for effectiveness 
of the factor. Therefore, each insurer’s justification for the usage of a factor will be 
unique. In addition, third-party developed algorithms may utilize factors in ways 
that the insurers cannot fully access.   

 
39. See NAIC. (n.d.). State Insurance Regulation: History, Purpose and Structure. NAIC 

State Regulatory Brief. https://www.naic.org/documents/consumer_state_reg_brief.pdf. 
40. See Martin, K. (2019, December). Ethical Implications and Accountability of Algorithms. 

Journal of Business Ethics, 160(4), 835–850. 
41. Keeping regulatory accountability with the insurance company is consistent with the 

emerging views of the banking regulators on this topic. See Implications of fintech developments 
for banks and bank supervisors. (2017). Basel Committee on Banking Supervision. 
https://www.bis.org/bcbs/publ/d415.htm. 
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Section 4.B. Front-End Certification 
 
We assert that both “front-end” certification and “back-end” audits are required 

to address the complexities of AI-enabled systems. Certification represents the 
algorithm developers’ compliance with standardized practices when creating an 
algorithm. Audits, to be conducted once the algorithm is operational, will review 
the system for adherence to those standards with respect to its outputs. This back-
end review addresses the challenges faced with ML systems whose function is to 
innovate beyond human scale systems. 

Certification is particularly relevant when an insurer is using technology from 
a third-party service provider. Moreover, developers can apply end-to-end reviews 
throughout the design process, while an audit is likely only able to assess the outputs 
of a system. This approach to certification is consistent with ideas developed by the 
Google AI team in collaboration with the Partnership on AI, who have proposed a 
detailed framework for ethical algorithm design, including procedures for 
governance, in
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Those methods identify proxies for race by imputing race characteristics into the 
data. 

Having a third-
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