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THIRD-PARTY DATA AND MODELS (H) TASK FORCE 
2024 Charges and Work Plan 

2024 Adopted Charges 

The following charges were adopted by Plenary at the 2023 Fall National Meeting: 

1. The Third-Party Data and Models (H) Task Force will:
A. Develop and propose a framework for the regulatory oversight of third-party data

and predictive models.
B. Monitor and report on state, federal, and international activities related to

governmental oversight and regulation of third-
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2024 Work Plan 

In 2024, the focus for the Task Force will be on research to determine the framework for 
regulatory oversight of third-party data and predictive models, including those utilizing artificial 
intelligence. The framework will be clear that insurers are ultimately responsible for ensuring that 
insurance laws and regulations continue to be complied with while using  data and models from 
third-party vendors.  

Project Steps 

2024: Explore and decide on a general concept for a framework for regulatory oversight of third-
party  data and models, including those utilizing artificial intelligence.  

A. Evaluate existing frameworks and discuss whether existing frameworks might be useable 
for the regulation of third-party data and models.  

• What are the current issues that insurance departments have regulating insurers 
that use third-party data and models in rating, underwriting, marketing, and 
handling claims? 

• Is a framework scalable?  
• Would regulators have the bandwidth?  
• Does the existing framework apply to any particular line of business or company 

use? 
• What are the reasons that third-party vendors are reluctant to get licensed as 

advisory or rating organizations? 
• Determine how third-party vendors/models are being utilized and consider 

categorizing models by type [e.g., claims handling models, rate models (by 
hazard/peril, auto models), and underwriting models]. Consider where regulators 
are already evaluating models. 
 

B. Discuss goals for a future third-party framework.  
 

• What is the appropriate level, standard, or minimum threshold an insurer should 
be held to when using third-party data, models, or AI? 

• What is the appropriate level of regulation for AI risks that result from using third 
parties?  

• Should licensing, certification, SOC-





 
 

   
 

Attachment A 
 

Third-Party Excerpts from the Adopted 
 

NAIC MODEL BULLETIN:  USE OF ARTIFICIAL INTELLIGENCE SYSTEMS BY 
INSURERS2 

 
 
SECTION 3: REGULATORY GUIDANCE AND EXPECTATIONS 
AIS Program Guidelines 
(An AIS Program is an insurer’s “written program...for the responsible use of AI Systems that make, or support 



 
 

   
 

also expect the Department to request the following additional types of information and 
documentation.   
 

2.1 Due diligence conducted on third parties and their data, models, or AI Systems.   
 
2.2 Contracts with third-party AI System, model, or data vendors, including terms 
relating to representations, warranties, data security and privacy, data sourcing, 
intellectual property rights, confidentiality and disclosures, and/or cooperation with 
regulators.   
 
2.3 Audits and/or confirmation processes performed regarding third-party 
compliance with contractual and, where applicable, regulatory obligations.   
 
2.4 Documentation pertaining to validation, testing, and auditing, including 
evaluation of Model Drift. 
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